
                             Elsevier Editorial System(tm) for Mathematics and Computers in Simulation 
                                  Manuscript Draft 
 
 
Manuscript Number: MATCOM-D-10-00505R2 
 
Title: Identification of strength and location of stationary point source of atmospheric pollutant in 
urban conditions using computational fluid dynamics model  
 
Article Type: Research Paper 
 
Keywords: Inverse problem, CFD model, data assimilation, urban atmospheric dispersion, hazardous 
pollutant 
 
Corresponding Author: Dr Ivan Vasilievich Kovalets, Ph.D. 
 
Corresponding Author's Institution: Institute of Mathematical Machines and Systems Problems NAS of 
Ukraine 
 
First Author: Ivan V Kovalets, Ph.D 
 
Order of Authors: Ivan V Kovalets, Ph.D; Spyros Andronopoulos, Ph.D.; Alexander G Venetsanos, Ph.D.; 
John G Bartzis, Prof. 
 
Abstract: In this paper a method is presented which allows for estimation of the location and rate of an 
unknown point stationary source of passive atmospheric pollutant in a complex urban geometry. The 
variational formulation is used in which the cost function characterizing difference of the calculated 
and measured concentrations is minimized with respect to source coordinates and rate. The 
minimization problem is solved by a direct algorithm using a source-receptor function which is 
calculated by solving adjoint equation. The algorithm has been implemented in ADREA-HF 
computational fluid dynamics code and has been applied in complex urban geometry. Validation of the 
algorithm has been performed by simulation of a wind tunnel experiment on atmospheric dispersion 
among an array of rectangular obstacles. Good results of source parameters estimation have been 
achieved. The measuring sensors to be used in source estimation had been randomly selected out of 
244 available sensors by a specially designed random sampling algorithm which allowed for 
estimation of the probability of `good' source term estimation with the given number of sensors. In 
case of `perfect model' (when synthetic measurements were used for source estimation) good results 
were achieved with 90% or higher probability for arbitrary measurement networks consisting of 15 or 
more sensors even though prior estimation of source location was not used in this case. Several tests 
had been performed with the use of real measurements which differed by prior estimation of source 
location. In all cases 90% or higher probability of obtaining good solution was reached only for 
measurement networks consisting of 150 or more sensors. Hence further improvement of the source 
estimation algorithm can be achieved first of all by improving the performance of forward model. 
 
 
 
 



Dear Professor R. Beauwens,  

 

I would like to submit the revised article entitled Identification of strength and location of stationary point source of 

atmospheric pollutant in urban conditions using computational fluid dynamics model” by I.V, Kovalets, S. 

Andronopoulos, A.G. Venetsanos and J.G. Bartzis  (Ref. No.: MATCOM-D-10-00505R1).  

The authors are most grateful to Editor and referees for their constructive criticism. We have considered their remarks, 

and the paper has been revised accordingly. 

The responses to referee’s comments are attached.  

 

Sincerely yours, 

Ivan Kovalets 

 
 

 

 

Cover Letter



Identification of strength and location of stationary point source of

atmospheric pollutant in urban conditions using computational fluid

dynamics model

Ivan V. Kovaletsa,∗, Spyros Andronopoulosb, Alexander G. Venetsanosb, John G. Bartzisc

aInstitute of Mathematical Machines and Systems Problems NAS of Ukraine, prosp. Glushkova 42, 03187, Kiev, Ukraine
bEnvironmental Research Laboratory, Institute of Nuclear Technology and Radiation Protection, NCSR ‘DEMOKRITOS’,

15310, Ag. Paraskevi, Attikis, Greece
cDepartment of Mechanical Engineering, University of Western Macedonia, Bakola and Sialvera str., 50100, Kozani, Greece

Abstract

In this paper a method is presented which allows for estimation of the location and rate of an unknown point
stationary source of passive atmospheric pollutant in a complex urban geometry. The variational formulation
is used in which the cost function characterizing difference of the calculated and measured concentrations
is minimized with respect to source coordinates and rate. The minimization problem is solved by a direct
algorithm using a source-receptor function which is calculated by solving adjoint equation. The algorithm
has been implemented in ADREA-HF computational fluid dynamics code and has been applied in complex
urban geometry. Validation of the algorithm has been performed by simulation of a wind tunnel experiment
on atmospheric dispersion among an array of rectangular obstacles. Good results of source parameters
estimation have been achieved. The measuring sensors to be used in source estimation had been randomly
selected out of 244 available sensors by a specially designed random sampling algorithm which allowed for
estimation of the probability of ‘good’ source term estimation with the given number of sensors. In case of
‘perfect model’ (when synthetic measurements were used for source estimation) good results were achieved
with 90% or higher probability for arbitrary measurement networks consisting of 15 or more sensors even
though prior estimation of source location was not used in this case. Several tests had been performed
with the use of real measurements which differed by prior estimation of source location. In all cases 90% or
higher probability of obtaining good solution was reached only for measurement networks consisting of 150
or more sensors. Hence further improvement of the source estimation algorithm can be achieved first of all
by improving the performance of forward model.

Keywords: inverse problem, CFD model, data assimilation, urban atmospheric dispersion, hazardous
pollutant

1. Introduction

The problem of identification of unknown characteristics of atmospheric pollutant’s source emerging
following some release is a particular case of inverse problem of atmospheric dispersion. Such kind of inverse
problems are to be solved in variety of application areas. For instance, verification of the Comprehensive
Nuclear Test Ban Treaty requires solution of global to regional scale inverse atmospheric dispersion problem
with instantaneous source of unknown location and released mass [21]; another example is the source term

✩Abbreviations: SRF - Source Receptor Function, NMSE - Normalized Mean Squared Error, FB - Fractional Bias, MAE -
Mean Absolute Error.
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estimations following accidental releases from nuclear power plants which require the solution of regional to
local-scale atmospheric dispersion problems with known source location but highly varying in time source
rate [5],[12],[23]. Other examples of inverse atmospheric dispersion problems are reviewed in [8]. Recently the
increased urbanization led to increased vulnerability of population living in urban areas to hazardous airborne
pollutants. Therefore solution of inverse urban-scale atmospheric dispersion problem for identification of
source with unknown location and source rate is of great importance in case of deliberate releases [22] as
well as in many cases of accidental releases of hazardous matter (such as the case described in [7]).

In general statement of the inverse problem joint probability distributions of the unknown model pa-
rameters, measurements and prior estimations are considered [24]. In variational formulation of the inverse
problem the maximum of the posterior probability distribution of the model parameters is found by minimiz-
ing the specified cost function [13]. Most commonly the variational statement of the inverse problem leads
to linear (for instance, when only source rate is adjusted) or nonlinear regression problem. However there
are two main difficulties in using the variational approach. The first is that the inverse problems are usually
ill-posed, i.e. the solution of the inverse problem could be not stable with respect to the small changes in
the input data or the minimum of the cost function could be non-unique. The second difficulty is that the
cost function could be non-convex and thus even if unique well defined minimum exist it could be difficult
to find it. That circumstance could be particulary important in context of inverse atmospheric dispersion
problems (e.g., [12]). One possible way to overcome those difficulties is to use prior information in the form
of regularization terms in the cost function. This method requires not only prior (first guess) estimations of
the unknown parameters but also approximate values of the errors of the prior estimations which enter as
weighting factors in regularization terms of the cost function. If those errors are overestimated the effect of
regularization could be small. If the errors are underestimated regularization could lead to erroneous results.

Additional difficulties in source inversion of atmospheric pollutant arise in the case of urban-scale at-
mospheric dispersion problem. The most important difficulty is that the atmospheric dispersion in urban
surface layer is governed by highly complex and turbulent meteorological conditions which are the conse-
quences of interactions of the air flow with buildings [9]. Numerical solution of fluid dynamics equations
resolving the necessary scales of atmospheric motions with computational fluid dynamics (CFD) models is
highly challenging and computationally expensive task. Recently a few studies have been performed which
combined advantages of CFD models describing urban meteorology with different source estimation tech-
niques. In [6] the inverse atmospheric dispersion problem has been solved following the general approach
of [24], where conditional posterior probability distribution of source parameters with the given particular
model and available observations is evaluated. In that work a CFD model has been used as a ‘black-box’,
i.e., for each set of input parameters the model was run in forward mode to obtain the corresponding set of
output parameters. In [10] a similar probabilistic formulation of inverse problem has been adopted and pos-
terior distribution function has been evaluated with Monte-Carlo sampling, however instead of using CFD
model as a ‘black box’ tool, a ‘source-receptor’ function has been constructed using the adjoint transport
equation and the approach previously developed in [14],[15].

While estimation of posterior density distribution is the most general and comprehensive solution of
inverse problem, it still requires significant computational resources; while in practical applications especially
in real-time it could be sufficient to use variational formulation to evaluate the location of maximum of that
distribution. Under conditions of Gaussian probability distributions of model errors, measurement errors
and errors of prior estimations the location of maximum of the posterior probability distribution coincides
with the solution of special minimization problem, which is described below. Hence the objective of the
present work is to develop an effective variational algorithm of source inversion which could be used in
combination with urban-scale CFD model, and to evaluate it’s performance against measurements obtained
in wind tunnel experiment [4].

The structure of the paper is the following. In chapter 2 the inverse problem is presented as continuous
problem of cost function minimization. In chapter 3 the source-receptor function is introduced. With the
help of SRF the continuous minimization problem is transformed to discrete minimization problem and the
direct minimization algorithm is presented. The details of the algorithm implementation in the ADREA-HF
CFD code are also discussed. The results of solution of the inverse problem are presented in chapter 4. The
presented results were obtained using the algorithm of random selection of measurement network, which is
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described in Annex. Finally the conclusions are formulated in the last section.

2. Problem formulation

We consider the advection-diffusion equation of a passive conservative contaminant originating from a
point source:

∂c

∂t
+ ui

∂c

∂xi
−

∂

∂xi
D
∂c

∂xi
= qsδε (x− xs) δε (y − ys) δε (z − zs) = f s (x, y, z) , (1)

where c is Reynolds averaged concentration, D is coefficient of turbulent diffusion, ui are Reynolds-averaged
and fixed in time velocity components in Cartesian coordinate system with coordinates xi = (x, y, z),
i = 1, 2, 3. Right-hand side f s in (1) describes stationary point source located at (xs, ys, zs) and having
source rate qs[kg/s]; function of scalar argument δε (.) in (1) is stepwise function:

δε (t) =

{

1/ε, |t| ≤ ε
0, |t| > ε

. (2)

Note that δε converges to Dirac delta function when ε → 0, while equation (1) with delta function in r.h.s
has unique solution [27]. Therefore the value of ε could always be considered to be small enough so that
solution of (1) negligibly differs from the solution corresponding to point source (with Dirac delta function in
r.h.s). Thus ε is formal parameter and it’s actual value is of no importance. The only reason for using that
parameter is because scalar product is not defined in space of generalized functions and thus presentation
of adjoint formalism will be not strict if Dirac delta function was used. From the definition of δε obviously
follows that:

∫

Ω

f s · dΩ = qs where integration is performed over the spatial domain Ω in which equation (1)

is considered and dΩ [m3] is infinitesimal volume.
The solution of equation (1) is considered in spatio-temporal domainG = [0, T ]×Ω, where T is integration

time. Hence (1) is complemented with initial conditions: c (x, y, z, 0) = 0 and with boundary conditions
corresponding to zero-fluxes through the boundaries:

∂c/∂n̄ = 0, (x, y, z) ∈ ∂Ω. (3)

Here ∂Ω is boundary of spatial domain, and n̄ is normal vector to it. In this paper we will be interested in
solution of (1)-(3) at T → ∞: c (x, y, z) = c (x, y, z, T ). Thus from now, unless otherwise is stated, we will
use letter c = c (x, y, z) in order to mention solution of stationary problem:

Lc = ui
∂c

∂xi
−

∂

∂xi
D
∂c

∂xi
= qsδε (x− xs) δε (y − ys) δε (z − zs) = f s (x, y, z) (4)

satisfying the same boundary conditions (3). In (4) operator L has been introduced which will be used
below. Velocity and turbulent kinetic energy fields on which D depends are pre-calculated by the CFD
model and concentration equation (1)-(3) is then solved until a sufficiently large T when concentration field
could be considered established and converged to solution of (4).

Now assume that measurements are performed in simulation domain Ω and that they indicate non-
zero stationary values of concentration con at set of measurement points with coordinates r̄on = (xon, y

o
n, z

o
n):

1 ≤ n ≤ K, where K is total number of measurement points. The measured concentrations are combined
in vector c̄o .

Consider the concentration ccn calculated with equation (4) at measurement point n. The calculated
concentration field c (x, y, z) is related to ccn with the following functional:

ccn =

∫

Ω

c · pn · dΩ = (c, pn) , (5)

Equation (5) is also referenced below as ‘measurement equation’. In order to represent measurement in a
given point Dirac delta function should be used in (5): pn = δ

(

r̄ − r̄0n
)

. But, in order to be able to use
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scalar product, pn (the so-called ‘probing function’) should be integrable with square. Therefore we define
it as:

pn (x, y, z) = δε (r̄ − r̄on) =

{

1/ε3, |r̄ − r̄on| ≤ ε
0, |r̄ − r̄on| > ε

, (6)

where function of vector argument δε (.) converges to Dirac delta function when ε → 0 and parameter ε is
considered to be small enough to represent measurement in given point. In other words the value of ε is so
small that the difference between ccn calculated with the use of pn defined by Dirac delta function and with
the use of equation (6) is negligibly small. Thus the actual value of ε is of no importance.

Then the problem of estimating the source emission rate and location could be posed as the problem
of finding such values of source parameters qs, xs, ys, zs (combined in a vector of control parameters ψ̄ =

(qs, xs, ys, zs)
T
) that satisfy the least squares criteria and minimize the following cost function:

J =
(xs0 − xs)2

σ2
H

+
(ys0 − ys)2

σ2
H

+
(zs0 − zs)2

σ2
V

+
1

σ2
O + σ2

M

·
K
∑

n=1

(ccn − con)
2 → min . (7)

The first three terms in the r.h.s of (7) are regularization terms that contain prior estimations of the source
location xs0, y

s
0, z

s
0 and parameters of probability distributions characterizing errors of prior estimations of

source location (assumed to be Gaussian), namely mean squared deviations of horizontal (σ2
H) and vertical

(σ2
V ) coordinates. Note that we do not use prior estimations of the source rate since in practice it is very

difficult to make reasonable prior estimations of that parameter. The last term in (7) accounts for the mean
squared difference between calculated and measured values while σ2

O and σ2
M are mean squared errors of

measurements and model respectively.
It could be shown (see e.g., [24]) that such statement of the inverse problem corresponds to finding

maximum of posterior probability distribution of control vector ψ̄ given the measurements c̄o, provided that
probability distributions of all errors, i.e. errors of prior estimations of horizontal and vertical coordinates
of the source, measurements and model predictions are Gaussian with constant variances σ2

H , σ2
V , σ

2
O, σ

2
M

respectively.

3. Method of solution

There are different methods of numerical solution of minimization problem (7). Most generally they
could be divided in two broad categories: iterative and direct methods. Great advantage could be gained by
iterative descent methods that use gradient of cost function with respect to control parameters in case when
cost function is convex or at least quasi-convex [18]. However cost function (7) is non-convex with respect
to source coordinates and descent algorithm can converge to local minimum. Thus, in present work we use
a special kind of direct method for solution of minimization problem. The effective use of direct method
requires very fast calculation of ccn for every measurement point n and every set of source parameters. The
‘source-receptor’ function (SRF) which is described below could be used for that purpose.

3.1. Source-receptor function

Source-receptor function is a function relating concentration at given measurement point to source coor-
dinates and source rate. As it was shown in works [14],[15] the most convenient way of finding source-receptor
function is the use of adjoint equations.

Adjoint operator L∗ to operator L from (4) is defined with Lagrange duality relationship: (Lϕ, γ) =
(ϕ,L∗γ) which should be valid for the arbitrary functions ϕ and γ defined and integrable with squares on Ω
and satisfying boundary conditions (3). Here notation of scalar product is used in the same sense as in (5).
The following relationship for adjoint operator: L∗ = −ui∂/∂xi − ∂/∂xi (D∂/∂xi) could be easily verified
following the same procedure as in [21].

Now let define the adjoint variable c∗n being the solution of the following adjoint equation:
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L∗c∗n = −ui
∂c∗n
∂xi

−
∂

∂xi
D
∂c∗n
∂xi

= pn, (8)

Where pn in r.h.s is defined by (6) and c∗n satisfies boundary condition (3). Following from the definition of
adjoint operator the solution of (8) satisfies condition: (L∗c∗n, c) = (Lc, c∗n) and hence:

(pn, c) = (f s, c∗n) . (9)

Then following (9) and (5) solution of (4) at measurement point n could be calculated as:

ccn = qs · c∗n (x
s, ys, zs) , (10)

where the entire expression in the r.h.s of (10) is the SRF.
Hence, in order to define SRF, adjoint equation (8) is to be solved once per each measurement point.

Note that adding term −∂c∗n/∂t to the left-hand side of equation (8) yields in the non-stationary equation
which is adjoint to the non-stationary forward equation (1). Solution of (8) is obtained by solving the
non-stationary adjoint equation from sufficiently large T to t = 0.

3.2. Minimization algorithm

For the numerical solution of the inverse problem, forward equation (4) and adjoint equation (8) are
discretized on computational grid (particular details of the discretization method are mentioned in the next
section). The discretized analogs of the continuous functions c (x, y, z) and c∗n (x, y, z) as well as that of
source term function f s (x, y, z) are the corresponding vectors c̄,c̄∗n,f̄

s defined on computational grid and
hence having the size equal to the number of grid cells N : c̄, c̄∗n, f̄

s ∈ RN .
The source term (right-hand side of model equation (4)) is approximated with the use of the nearest

neighbor interpolation, i.e., a nonzero source term is set only at the node ks nearest to the assumed source
location. Hence the elements of source term vector f̄ s are defined by relationship: f s

k = qsδk,ks , where
δk,ks is the Kronecker’s delta. Thus, in contrast to continuous formulation in numerical formulation of the
atmospheric dispersion problem the set of possible source locations is restricted by the number of grid nodes.
That circumstance allows to use direct minimization algorithm as described below.

The approximation of equation (4) could then be written in general form:

Lc̄ = f̄ s = qsδk,ks , (11)

where matrix L arises from numerical approximation of operator L in (4).
The correspondence between measured concentration and gridded concentration field is established by

weighted linear interpolation:

ccn = (p̄n)
T
c̄ (t) = (p̄n, c̄) . (12)

Equation (12) is the discretized analog of measurement equation (5), vector p̄n ∈ RN is vector of weights of
interpolation of the gridded concentration field to the position of n−th measurement point and, analogously
to (5), r.h.s of (12) is scalar product of vectors in Euclidian space RN . Thus approximation of adjoint
equation (8) could be written as:

L∗c̄∗n = p̄n, (13)

where matrix L∗ arises from numerical approximation of L∗ in (8). The discrete source receptor function is
then defined by relationship:

ccn ≈ qs · c∗n,ks . (14)

Note that in order to obtain strict equality in (14) matrix L∗ in (13) should be taken as transpose to
matrix L from (11). However constructing matrix L∗ as approximation of continuous adjoint equation (8)
has important implementation advantages. In particular, the last approach is straightforwardly applicable
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for the case of higher-order iterative schemes of approximation of advection-diffusion operator L (in that
case numerical approximation is represented by nonlinear operator L̃ (c̄) instead of matrix L). As it will be
shown below with the used approach of constructing adjoint operator L∗ equality (14) holds with sufficient
accuracy.

At this step the original continuous minimization problem could be replaced by the following discrete
minimization problem: to find such a pair (qs, ks) that minimizes cost function (7). Solution of this dis-
crete minimization problem proceeds as follows. Substituting relationship (14) for discrete source-receptor
function in (7) one can obtain the following relationship for the value of cost function Jk when source with
intensity q is located in k−th grid node:

Jk (q) =
(xs0 − xk)

2

σ2
H

+
(ys0 − yk)

2

σ2
H

+
(zs0 − zk)

2

σ2
V

+
1

σ2
O + σ2

M

·

No
∑

n=1

(

c∗n,kq − co
n

)2
. (15)

Firstly at each grid node k the functional Jk (q) is minimized with respect to q and for each k the corre-
sponding minimum value of the cost function J̃k is calculated. Then the solution of discrete minimization
problem is obtained by selecting the grid node ks where minimum among all J̃k is achieved. This procedure
can be written as follows:

for each k : Jk (q) → min, when q = qsk; J̃k = Jk (q
s
k) .

J̃k → min, when k = ks
. (16)

The corresponding pair (qsks , ks) = (qs, ks) is the solution of discrete minimization problem, and the vector
(qs, xks , yks , zks) is considered as approximation to the solution of original continuous minimization problem.

3.3. Details of implementation in ADREA-HF CFD code

The ADREA-HF CFD code [26] is a three dimensional transient fully compressible flow and dispersion
CFD solver, able to treat highly complex geometries using the porosity formulation on Cartesian grids.
Through many years it has been extensively used in different atmospheric dispersion studies and has been
validated on the basis of numerous field experiments on atmospheric dispersion [26],[16],[17],[1]. The mixture
continuity equation, the three Cartesian mixture momentum equations, the mixture energy equation (en-
thalpy or internal energy) and the species mass conservation equations are numerically solved in ADREA-HF.
Turbulence is modeled with the k − ε model. The comprehensive description of the governing equations,
physical options and boundary conditions relevant to this study is given in [2] while recently developed
extensions are described in [26].

The details of numerical algorithms used in ADREA-HF model are described in [3]. The control volume
approach is used for the discretization of the conservation equations on Cartesian grids. For the numerical
calculations, the flow domain is divided into rectangular cells. The cells are used as control volumes for the
integration of partial differential equations involving scalar variables such as concentration and other. For
the vector parameters such as the velocity components, additional control volumes are introduced based on
the staggered grid concept [19].

Intersection of the geometry with the grid is treated in two complementary ways. As for explicitly
resolved geometry the rectangular cells are incomplete in cases when they are crossed by irregular surfaces.
Boundary surfaces arising from intersection of the control volumes with the geometry are fully described by
set of parameters (such as orientation, surface area, distance from the center of grid node and other), which
are calculated by DELTA code [25]. The appropriate boundary conditions are set at those boundary surfaces
(e.g. condition (3) for concentration). Intersection of the subgrid geometry with the domain is treated with
the porosity formulation. Resulting grid cells can be fully active (porosity 1), fully blocked by solid parts
(porosity 0) or partially active (porosity between 0 and 1). All the necessary for numerical approximation
parameters such as cell’s porosities, volumes, areas of open surfaces and other are also calculated by DELTA
code.

The following numerical approximations were used in the present study. The fully implicit numerical
schemes were used for numerical stability. Time derivatives were approximated with first order in time
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Figure 1: Computational domain of ADREA-HF. Positions of buildings are shown together with true source
location (black circle), different prior estimations of source locations (black squares) and sensors (white dots)
in computational domain of ADREA-HF. Black arrow indicates wind direction.

backward scheme. The 1st order upwind scheme has been used for approximation of convective terms.
The second order central-difference scheme has been used for approximation of diffusion terms. The ap-
proximation of pressure gradients in momentum equations is of second order since in the case of staggered
grid the pressure nodes are located at the faces of the velocity control volumes. The special version of
ADREA/SIMPLER approach (see also [19],[11]) is used to iteratively update pressure and velocity fields.
The resulting pressure equation is solved with Bi-CGStab method using various types of pre-conditioners
described in [11].

As far as inverse problem is formulated above only for the passive contaminant (which doesn’t affect the
wind flow) the wind field is pre-calculated, stored and then used for solving atmospheric dispersion problem.
The adjoint equation (8) is solved by integrating non-stationary adjoint equation from sufficiently large T
to t = 0 when distribution of c∗n is fully established. The right part of adjoint equations – weights p̄n from
‘measurement’ equation (12) are defined by bilinear interpolation algorithms.

The adjoint equation (8) is solved separately for each sensor which defines the right part pn and the
obtained solution c∗n is stored in binary file. Hence for a given measurement network with K sensors
required number of integrations of equation (8) is K.

When the adjoint variables c∗n defining source-receptor function (14) have been calculated for all K
sensors they are used in minimization algorithm (16). As tests have shown, the minimization algorithm
itself is nearly immediate procedure as compared to the time spent for the solution of adjoint equations
(8). Since solutions of equations (8) for different sensors are independent between each other, the proposed
algorithm is suitable for parallelization, and the potential improvement in calculation time by parallelization
is by a factor K, if such number of processors is available.

4. Results of calculations

The described methodology has been validated against data of the wind tunnel experiment [4] which has
been scaled for the conditions of the field MUST experiment [28]. Hence ADREA-HF has been setup for
the simulation in the field scale and all the experimental and computational parameters below are given in
the field scale.
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In [4] the atmospheric dispersion among rows of rectangular obstacles was investigated. As it is shown
in Figure 1 the obstacles were arranged in 12 rows consisting of 10 obstacles. The obstacles were nearly
identical and had average length, width and height: 12.2x2.42x2.54 m. The contaminant’s concentration
has been measured by an array consisting of 256 detectors arranged along obstacle rows in the part of the
domain covered by plume (Figure 1). All detectors were arranged at the same height equal to 1.28 m.
Therefore non-zero concentrations have been measured by nearly all (244 out of 256) detectors (shown at
Figure 1). Here we should note that only those measurement data are described that were available to
authors (through data base of COST 732 project).

The wind flow was characterized by neutral stratification, wind speed at the roof level: Uref = 8m/s,
and wind direction: -45 deg. in experimental coordinate system (corresponding to 45 deg. in the coordinate
system shown in Figure 1). The contaminant originated from a point source (shown by black circle in Figure
1) located at the ground level. The volume flow rate of gas at the source was: ≈ 3.3 · 10−6m3/s.

ADREA-HF was setup for the conditions of the experiment [4] with the following parameters. The
computational domain which is shown at Figure 1 covered all building blocks present in the experiment.
The center of the grid coincided with the center of the part of experimental domain covered by building
blocks. Size of the computational domain has been set to 340x340x20 m., with horizontal grid size varying
from dx = dy = 5.5m inside the part of the domain covered by building blocks and growing in the outer
domain with a rate dxi+1/dxi = 1.2. The vertical grid size was set to dz = 0.2m near the ground and
then increasing with a rate dzi+1/dzi = 1.1. The resulting number of grid nodes had been 52x52x25 in x,y,z
directions respectively.

The wind field has been pre-calculated and the stationary atmospheric dispersion problem has been
solved by integrating concentration equation (1) from t = 0 to t = T = 200 s which was enough for achieving
fully established concentration distribution. The non-stationary adjoint equation has been integrated in
backward direction through the same time interval to achieve established distributions of adjoint variables.

First of all results of forward run by ADREA-HF have been evaluated against measurements. On the
basis of all available measurements the normalized mean squared error (NMSE) and fractional bias (FB)

have been calculated according to standard definitions: NMSE =
〈

(Cm − Co)
2
〉/

(〈Cm〉 〈Co〉), FB =

2 〈Cm − Co〉 / 〈Cm + Co〉, where triangle brackets denote arithmetic averaging, indices “m” and “o” stands
for model and observations respectively. The calculated values: NMSE = 1.94, FB = 0.56 indicated
satisfactory quality of the forward runs taking into account the problem complexity.

Based on the solution of the adjoint equation, the adjoint variables has been pre-calculated for all sensors
in the whole computational domain and then stored in binary files. In the described configuration it required
2 minutes of computational time per one sensor on PC Intel Core-2 2.93 GHz. As it was noted in subsection
3.2 the calculated source-receptor function (14) is approximate, and therefore the accuracy of the calculated
SRF has been evaluated by comparing results of the forward run with the results given by relationship
(14). The relative mean absolute error (MAE) of results obtained with the use of SRF has been evaluated:
MAE = 〈|(Cf − CSRF ) /Cf | 〉, where indices “f” and “SRF” stand for the results obtained with the forward
model and with the use of SRF respectively. The obtained value was MAE=0.07. In order to clarify the
significance of such error in SRF calculations the same statistical parameter has been calculated on the basis
of comparison of results of the forward runs with measurements which gave MAE=2.65. From these results
it is clear that the error introduced by SRF is significantly less (by a factor of about 40) than the model
error as compared to measurements, and it could be considered as negligibly small.

The performance of the developed algorithm of source estimation was evaluated by three parameters: hor-

izontal (rH =

√

(xs − xst )
2 + (ys − yst )

2 ) and vertical (rV = |zs − zst | ) distances of the estimated source lo-

cation from the true source location (xst , y
s
t , z

s
t ) and the relative source rate ratio: δq = max [(qs/qst ) , (q

s
t /q

s)]
where index “t” stays for the true source rate. Thus δq is always greater than unity for both underestimated
and overestimated source rates.

When data of all available measurement sensors (No = 244) were used for reconstruction of source param-
eters the following values were obtained (without use of any prior estimations of source location): rH = 11m,
rV = 0.8m, δq = 3.1 which is quite good result as compared to results of other studies such as [20]. For
example among the results reported in [20] the value of δq reached up to the value of 10. Note, that detec-
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tors shown at Figure 1 almost totally covered the contaminated part of the domain within obstacle arrays
and the measured concentration values spanned the range from 1.8 · 10−8kg/m3 to 2.6 · 10−12kg/m3. Since
very low and zero values are not used in data assimilation procedure the described experiment could be
representative of more general situation when the available measurements totally cover the contaminated
territory.

In practice however the actual number of measurements is very limited, and hence the natural question
arises: what results could be expected from the measurement network with less sensors and how robust they
are (how they may change depending on sensors locations)? That question could be reformulated as follows.
For the given number of sensors and fixed ‘satisfactory’ criteria with what probability good results could be
achieved?

Since the number of measurement points in the simulated experiment is quite large (No = 244), one
could fix a given number of sensors K < No and try to estimate source term with all possible network
configurations consisting of K sensors out of No available sensors. The total number of such configurations
is equal to binomial coefficient: CNo

K . One can consider that solution is ‘good’ if it satisfies the threshold

criteria: rH ≤ rthreshH , rV ≤ rthreshV , δq ≤ δqthresh. Then when CNo

K is large the ratio P of the number

of good solutions to the total number of configuration networks P = Ngood/C
No

K could be interpreted as
probability of finding good solution for the measurement network of a given size K.

The difficulty in following the above approach arises from the fact that CNo

K could be extremely large.
For instance, if K = 2 the total number of measurement networks C244

2 = 29646 is not large and all possible
configurations could be directly processed. However, with K > 4, the total number of networks is completely
infeasible for direct processing ( e.g. in case of K = 100, this number is: C244

100 ∼ 1070 ).
In order to overcome this difficulty a random sampling algorithm has been developed in which the

measurement networks are chosen randomly and the ratio of the number of ‘good’ networks (Ngood) to the
total number of the processed networks (Ntot) converges quickly to the stationary value: Ngood/Ntot = P
and hence to the probability of achieving good solution for the given size of measurement network. The
details of the random sampling algorithm are described in the Appendix.

The performance of the random sampling algorithm is illustrated in Figure 2-a), which shows the de-
pendence of Ngood/Ntot on the number of processed measurement configurations for the case of K = 2,
No = 244. Results obtained with direct and random sampling algorithms are presented. The following
criteria for the ‘good’ solution have been used: rH ≤ 15m, rV ≤ 2.5m, δq ≤ 4 which is quite reasonable
because from the one hand it roughly corresponds to the average quality of solutions reported in literature
(average value of δq as follows from the results reported in [20] is around: δq ≈ 4) and from the other –
it corresponds to the case of finding source location within the region having horizontal and vertical scale
comparable to the scale of single building. As it is seen from this figure, the random sampling algorithm
quickly converges to the stationary value of Ngood/Ntot which coincides with the corresponding value finally
obtained with the full processing of all possible measurement configurations. Subsequently random sampling
algorithm was applied for different values of K and it was stopped when stationary value of Ngood/Ntot had
been achieved (as it is demonstrated by the Figure 2-b) for the case of K = 100).

With the approach described above the dependencies of the probability of achieving good solution on the
size of measurement network had been calculated in several tests listed in Table 1. In the Test 1 ‘synthetic’
measurements were used (i.e., the values calculated with the forward model and true source parameters at
the locations of measurement points were treated as ‘measurements’). In this test prior estimation of source
location was not used. The Test 1 could be treated as the case of ‘perfect model’ because error of the model
as compared to synthetic measurements was very small (when exact source parameters were used). Though
this error was not exactly zero because the use of SRF introduces some small error as it was discussed above.
In the Test 2 real measurements were used for source inversion and prior estimation of source location again
was not used.

All other tests (No 3-7) differed by prior estimations of source location and by the value of the assumed
error σH in horizontal coordinates of source estimation. Thus the sensitivity of the source inversion algorithm
to the use of prior estimations of source location and to the values of regularization parameters had been
investigated. Different prior estimations of source location are shown at Figure 1. True source coordinates in
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Figure 2: Relative number of ‘good’ solutions of the inverse problem obtained for the case of total number
of available sensors No = 244 and different measurement networks of the sizes: K = 2 (a) and K = 100
(b). Solid lines show results obtained with random sampling algorithm. Dashed line shows results obtained
with the full processing of all possible measurement configurations (calculated and shown only for the case
of K = 2). Prior estimations of source location were not used in presented cases.
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Table 1:
Summary of computational tests.

Test
No

If true or synthetic measurements
were used (T/S)

Prior estimation
of source location
(No, correspond-
ing to Figure
1.)

σH ,m

1 S - -
2 T - -
3 T 1 340
4 T 3 340
5 T 2 340
6 T 1 170
7 T 2 170

model coordinate system were: (xst , y
s
t , z

s
t ) = (95m, 246m, 0m) while source coordinates of prior estimations

shown at Figure 1 and listed in Table 1 were: (0 m, 340 m, 0 m) (estimation No. 1), (80 m, 250 m, 0
m) (estimation No. 2) and (170 m, 170 m, 0 m) (estimation No 3). Thus estimations No. 1 and 3 were
located quite far from the true source (at the distances 133 m and 106 m upwind and downwind from the
source respectively). Estimation No. 2 was closest to the true source location (rH = 15.6m) representing
the situation when user possesses some additional information about source location. Estimations No. 1
and No. 2 represented usual practice when prior estimation is taken upwind to the existing measurements
of pollutant and close to the centerline of the observed plume. The distances of the estimations No. 1 and
No. 3 from the true source location had been set approximately equal to the scale of the problem (the
along-wind size of the plume as represented by measurements was about 120 m).

The values of error parameters entering cost functon (7) has been assigned in the following way. In
tests No. 3-5 the value of σH has been equal to the size of the computational domain: σH = 340m. Such
assumption seems to be quite realistic in practice. In tests No. 6-7 the value of σH had been reduced
by the factor of 2 (σH = 170m). The reduced value of σH refereed to the correct assumption that prior
estimation is not too far from the true source location and thus convergence of source inversion algorithm
to the true solution had to be enhanced. The value of the assumed error σV in vertical position of the prior
estimation of source location has been the same in all tests from No. 3 to No. 7 and equal to building
height: σV = 2.5m. This assumption clearly reflects assumption that the source is located somewhere below
roof tops. It was assumed that error in model prediction σM is much more than the measurement error
σO. This is very realistic assumption (see e.g. [10]). Therefore σ2

M + σ2
O ≈ σ2

M . The value of σM had been
assumed to be approximately equal to the average measured (volume) concentration: σM = 10−9 ≈ 〈Cm〉.
Though actually this value of σM is somewhat underestimated, but it is still realistic while in practice one
cannot know it exactly in advance.

Figure 3 shows the probability of achieving good solution of the inverse problem calculated with the
use of random sampling algorithm for different sizes of measurement networks varying from K = 1 to
K = No = 244 and in different tests listed in Table 1. As it could be seen from the figure in all cases the
probability of achieving good solution monotonically increases with increasing number of sensors used for
the solution of the inverse problem. In case of the ‘perfect model’ (Test 1) good results are achieved much
more quickly than in all other cases. The probability of obtaining good solution equal to 90% or higher in
the Test 1 is achieved with measurement networks consisting out of 15 sensors or more.

Results of the tests No. 2-7 with real measurements are quite different for small number of measurements
used in source inversion (i.e. when K < 25). This is easily seen from the Figure 3-b) in which x - coordinate
is plotted in logarithmic scale. As it could be seen from that figure use of prior estimations lead to increase
in probability of achieving good solution. This effect is significant in tests No. 4 and 7 in which the prior
estimation of source location was closest to the true source location. For example probability of achieving
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Figure 3: Dependence of probability of achieving good solution of inverse problem on the number of sensors
K used in source estimation. Results of different tests listed in Table 1 are shown. Figure b) is the same as
a) but horizontal axis is in logarithmic scale.

good solution with the use of only 6 measurements in those tests reached 40% while in the Test 2 (without
the use of prior estimation) it was only 18%. However the same value for the case of ’perfect’ model (Test
1) was 80% though prior information was not used in Test 1. Therefore one could come to the conclusion
that improving of the quality of model could be of more benefit for source inversion than the use of prior
information.

However in all tests (No. 2-7) when real measurements were used with increasing K (K > 50) probabili-
ties of achieving good solution were the same. The 90% or higher probability of achieving good solution was
reached only for measurement networks consisting of 150 or more sensors. This is 10 times more than the
corresponding value obtained in the case of ’perfect model’ (Test 1), which required only 15 measurements
to achieve the same probability. This result also supports the above conclusion that the quality of model is
of primary importance for obtaining good results of source inversion.

5. Conclusions

In the presented work a method for estimating the location and rate of a point stationary source of
passive non-reactive pollutant in an urban environment has been developed. The method is based on vari-
ational formulation in which the cost function characterizing the difference between the calculated and
measured concentrations is minimized with respect to source coordinates and rate. The minimization prob-
lem is solved with a direct algorithm based on the use of source-receptor function which allows for quick
estimation of concentration in a given point for arbitrary source parameters. The computational time is
spent mainly for the calculation of the SRF which requires integration of as many adjoint equations as the
number of sensors No used in the source term estimation. Since the adjoint equations solutions for different
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sensors are independent the algorithm has high potential for parallelization. The developed source inversion
algorithm has been implemented in the CFD code ADREA-HF and it is able to run in complex urban
geometry. Validation of the algorithm has been performed on the basis of simulation of the wind tunnel
experiment [4] on atmospheric dispersion among an array of rectangular obstacles scaled for the conditions
of the MUST field experiment [28]. For the particular computational configuration of ADREA-HF used to
simulate the experiment, SRF calculation required 2 minutes of computational time per one sensor on a 2.93
GHz Intel Core-2 PC. Good results of source parameters estimation have been achieved when all available
measurements (No = 244) were used to solve the inverse problem.

In order to test the performance of the algorithm depending on the size of the measurement network,
calculations have been performed in which different randomly selected sensors out of all available sensors
were used for source estimation. For this purpose a special random sampling algorithm has been developed
which allowed for calculating the probability of achieving good solution for the given number of sensors used
in source estimation. In case of the ‘perfect model’ (i.e. when ‘synthetic measurements’ as calculated by
the forward model and true source term were used for source estimation) good results of the solution of
the inverse problem were achieved with 90% or higher probability for arbitrary measurement configurations
consisting of 15 or more sensors. When real measurements were used for source estimation and the number
of measurements was small (K < 25) the results obtained with the use of prior estimations of source location
were generally better than the results without the use of prior estimations. However with increasing the
number of measurements that difference disappeared. In all cases in which real measurements were used the
90% or higher probability of achieving good solution was reached only for measurement networks consisting
of 150 or more sensors. Hence further improvement of the source inversion algorithm can be achieved first
of all by improving the performance of the forward model.
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Appendix A. Algorithm of random selection of measurement network

Here we present the algorithm of random selection of the K measurement points (sensors) out of No

available. Let us consider the multi-dimensional probability P (ξ1, ..., ξNo
) that the sensors 1, . . . , No are

being selected or rejected. Random variable ξi = 1 if i-th sensor is selected and ξi = 0 if it is rejected. If
K and only K different sensors are to be selected the considered probability is non-zero if and only if the
number of nonzero values among all ξ1, ..., ξNo

is equal to K. In all other cases (when more or less than K
sensors are selected and hence the number of nonzero values among ξ1, ..., ξNo

is more or less than K) the
above probability is zero. We are interested in case when all nonzero probabilities are equal and hence the
probabilities of choosing any measurement network out of K sensors are the same.

The basis of the random sampling algorithm is the well-known fact [24] that the considered probability
P (ξ1, ..., ξNo

) could be reproduced as multiplication of conditional probabilities:

P (ξ1, ..., ξNo
) = P (ξ1) · P (ξ2| ξ1) · ... · P (ξNo

| ξ1, .., ξNo−1) . (A.1)

In r.h.s of (A.1) P (ξ1) is the probability that the first sensor is being selected or rejected; P (ξ2| ξ1) is
conditional probability that the second sensor is being selected or rejected given the information about
whether the first sensor had been already selected; P (ξNo

| ξ1, .., ξNo−1) is conditional probability that the
last sensor is being selected or rejected given the information about selection of each out of the previous
sensors. If the probability of being selected is the same for all sensors, then for the first sensor:
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P (ξ1) = 1−Q (ξ1) = 1−
(

CNo−1
K

/

CNo

K

)

= K/No, (A.2)

where Q (ξ1) = CNo−1
K /CNo

K is the probability that the first sensor was rejected which is equal to the ratio
of the total number of configurations of K sensors not including the first sensor to the total number of
configurations of K sensors. The well known properties of binomial coefficients were used in deriving the
right hand side in (A.2).

Analogously the conditional probability of selecting the second sensor given the value of ξ1 is obtained
by relationship:

P (ξ2| ξ1) = 1−Q (ξ2| ξ1) = 1−
(

CNo−2
K−ξ1

/

CNo−1
K−ξ1

)

= (K − ξ1) / (No − 1), (A.3)

where Q (ξ2| ξ1) is conditional probability of the second sensor to be rejected given the information about
whether the first sensor was selected or rejected. Relationship (A.3) reflects the fact that after the decision
has been made concerning the selection of the first sensor, the total number of sensors available for the
selection becomes No − 1 while the number of sensors to be selected is: K − ξ1 (i.e. it is equal to K − 1 if
the first sensor was selected and it is equal to K if the first sensor was rejected).

Analogously to (A.3) and (A.2) for arbitrary i the following relationship could be verified:

P (ξi| ξ1, .., ξi−1) = 1−
(

CNo−i

K−

∑
i−1

l=1
ξl

/

CNo−i+1

K−

∑
i−1

l=1
ξl

)

=

(

K −

i−1
∑

l=1

ξl

)/

(No − i+ 1). (A.4)

Note that the right part in relationship (A.4) is valid when: No − i ≥ K −
∑i−1

l=1 ξl. Otherwise ac-

cording to standard definitions of binomial coefficient C
N

o
−i

K−

∑
i−1

l=1
ξl

= 0 and the corresponding probability

P (ξi| ξi−1, .., ξ1) = 1. Thus if the total number of sensors that were not processed before the selection of

the i-th sensor (No − i+1) is equal to the number of sensors (K −
∑i−1

l=1 ξl) that remains to be chosen, then
all non-processed sensors are to be selected.

The random-sampling algorithm directly follows from the above. The sensors are processed consequently
from i = 1 to i = No and the probability of selecting the i-th sensor is given by relationship (A.4). From the
above it is also straightforward that this procedure guarantees that K and only K sensors will be selected
and that the probabilities of selecting all configurations of K sensors with the proposed algorithm are equal.
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Response to Referee 1. 
 

Referee: “Observe that the authors use prior information and exact one as the terms in the cost function (7) and 

(15). It is easy to see that in this way the cost function (7) considers true values of the source location, which are not 

known. Such kind calculation strategies are sometimes called as “inverse crime”. 

” 

 

Response: No, exact values of source location and source rate are not used in cost function (7) 

and (15). This misunderstanding could arise due to somewhat misleading formulation in 

paragraph explaining formula (7) where it was written:  

“…and mean squared errors in horizontal  distance (
2

H ) and vertical distance (
2

V ) from the 

prior estimation of source location to the true one ”.  

 

This was corrected to:  

“…and parameters of probability distributions  characterizing errors in prior estimations of 

source location (assumed to be Gaussian), namely  mean squared deviations of horizontal (
2

H ) 

and vertical (
2

V ) coordinates” 

 

Additionally in paragraph 8 of the section 4, “Results of calculations” the special notation for the 

true source location was introduced:  , ,s s s

t t tx y z  in order to avoid notation mixing between 

estimated source parameters and the true source parameters.  

 

Referee: “Moreover, it is not clear how the prior coordinates of the source location are estimated” 

 

Response: Reasoning for the choices of prior estimations in source location had been added in 

paragraph 16 of section 4 “Results of calculations”: 

 

“Estimation No. 2 was closest to the true source location ( 15.6Hr m ) representing the 

situation when user possesses some additional information about source location. Estimations 

No. 1 and No. 2 represented usual practice when prior estimation is taken upwind to the existing 

measurements of pollutant and close to the centerline of the observed plume. The distances of the 

estimations No. 1 and No. 3 from the true source location had been set approximately equal to 

the scale of the problem (the along-wind size of the plume as represented by measurements was 

about 120 m).” 

 

Referee: “. In the section 4 in the numerical experiments, the authors consider only 3 estimations of the prior 

source location. Thus, it is not clear which number of estimations of the prior source location should be considered 

in general situation and whether the number of estimations could improve accuracy or not.” 

 

Response: This question is out of scope of the present paper and it was not studied. The aim of 

selecting different choices of prior estimations of source location was to study the sensitivity of 

the algorithm to the different choices of prior source location but not to study the dependance of 

the quality of solution to the number of prior source estimations. The corresponding explanation 

had been added in par. 16 of section 4: 

 

“Thus the sensitivity of the source inversion algorithm to the use of prior estimations of source 

location and to the values of regularization parameters had been investigated.”  

 

 

*Response to Reviewers



Referee: “Also in the section 4, on the Figure 1 it is shown that the sensors are concentrated only along the wind 

direction, but not over the whole domain. In this case, this numerical experiment cannot be claimed as „general‟ ” 

 

Response: Actually measurements covered most of the domain where nonzero concentrations 

had been observed and only such measurements had to be used in source inversion. Thus, the 

described experiment could be representative of more general situation when the available 

measurements totally cover the contaminated territory. The corresponding explanation had been 

added to the end of par. 9 of section 4: 

 

“Note, that detectors shown at Figure 1 almost totally covered the contaminated part of the 

domain within obstacle arrays and the measured concentration values spanned the range from 
81.8 10  to 

122.6 10 kg/m
3
. Since very low and zero values are not used in data assimilation 

procedure the described experiment could be representative of more general situation when the 

available measurements totally cover the contaminated territory.” 

 

Referee: “Additionally, the choice of σH, σV is made by „hand‟ and not generalized” 

 

Response: Yes, it was out of scope of the present paper to generalize the choice of regularization 

parameters. Though for this particular application the choice of  parameters σH, σV  was already 

explained in par. 17 of section 4.  

 

Referee: “Overall, after corrections the language of the article became more fluent and transparent. But still 

there are some proofreading mistakes. It is also recommended, to include in the Introduction the paragraph 

about the structure of the paper.” 

 

Response: The last paragraph had been added in Introduction explaining the structure of the 

paper. The language had been improved.  

 

 


